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4.Experiments

2. Syntax Distance Constraint

Given a source sentence X with dependency tree T, each

node denotes a source word xj and the distance between

two connected nodes is defined as one. We then traverse

each word in turn, and compute distances of all remaining

words to the current traversed word xj as its syntax distance

constraint mask mj. Finally, we learn a sequence of syntax

distance constraint mask {m0, m1, …, mJ}, which is a J ∗ J

matrix M:

𝑀 = 𝑚1 , 𝑚2 , … , , 𝑚𝐽 .

1. Introduction
⚫ In attention mechanism (Fig 1.a), alignment weights of the

current target word often decrease to the left and right by

linear distance (Fig 1.b) centering on the aligned source

position and neglect syntax distance constraints.

⚫ In linear distance, syntax-related source words are often

far away from the aligned source word, and thus they can

not be adequately taken into account during learning

context vector.

Fig 1: (a) NMT with the local attention. (b) Linear distance of word “fenzi”. 

(c) Syntax distance of word “fenzi”.from source dependency tree 

Fig 2: Syntax distance constraint mask matrix M for the

dependency-based Chinese sentence in Fig 1.c, in which each

row denotes the syntax distance mask of one source word, for

example the dotted black box is syntax distance constraint

mask for source word “fenzi”.

Linear distance of “fenzi” : {2, 1, 0, 1, 2, 3, 4, 5, 6}, 

Syntax distance of “fenzi” : {1, 1, 0, 2, 1. 3, 5, 3, 2}

Alignment score 𝑒𝑖𝑗
𝑠 with 𝑀[p𝑖] is:

𝑒𝑖𝑗
𝑠 = 𝒗tanh 𝑼𝒂𝒔𝒊

′ +𝑾𝒂𝒉𝒋 exp −
𝑀 𝑝𝑖 𝑗 2

2𝜎2

𝑝𝑖 = 𝐽 ∙ sigmoid(𝒗′tanh 𝑾𝒑𝒔𝒊
′ ,

where 𝑝𝑖 is source aligned position and 𝒔𝒊
′ is hidden state proposal. 

The syntax-directed attention 𝛼𝑖𝑗
𝑠𝑛 is normalized within n-gram distance:

𝛼𝑖𝑗
𝑠𝑛 = ቐ

exp(𝑒𝑖𝑗
𝑠 )

σ𝑘∈𝑀[𝑝𝑖][𝑗]≤𝑛
exp(𝑒𝑖𝑘

𝑠 )
, 𝑗 ∈ [𝑝𝑖 − 𝑛, 𝑝𝑖 − 𝑛]

0, 𝑗 ∈ [𝑝𝑖 − 𝑛, 𝑝𝑖 − 𝑛]

.

The syntax context vector 𝒄𝑖
𝑠:

𝒄𝑖
𝑠 = σ𝑗=0

𝐽 𝛼𝑖𝑗
𝑠𝑛𝒉𝒋 .

and thus the probability of the next word 𝑦𝑖 is:

Table 1: Results on ZH-EN and EN-DE translation tasks for the proposed syntax-directed attention Table 2: Results on ZH-EN and EN-DE translation tasks for the proposed double context mechanism 

Fig 4: Translation qualities of different sentence lengths 

for SDAtt on the ZH-EN task 

Fig 6: Translation qualities of different sentence lengths 

for SDAtt on the EN-DE task 

Fig 5: Translation qualities of different sentence lengths 

for GlobalAtt+SDAtt on the ZH-EN task 

Fig 7: Translation qualities of different sentence lengths 

for GlobalAtt+SDAtt on the EN-DE task 

⚫ Syntax-directed attention is proposed to capture syntax

related source words with the predicted target word by

syntax distance constraint (Fig 1.c) instead of linear

distance constraints.

3. Syntax-Directed Attention & Double Context

To further improve translation, we integrate a linear context vector 

𝒄𝑖
𝑔

into syntax-directed attention to predict target word:

𝑃 𝑦𝑖 𝑦<𝑖 , 𝑋, 𝑇

= 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑳𝑜𝑡𝑎𝑛ℎ 𝑳𝑤𝑬 𝑦𝑖−1 + 𝑳𝑐𝑔𝒄𝑖
𝑔
+ 𝑳𝑐𝑠𝑐𝑖

𝑠 + 𝑳𝑑𝒔𝑖

Fig 3: Syntax-directed attention and Double Context Mechanism (+dotted line)

𝑃 𝑦𝑖 𝑦<𝑖 , 𝑋, 𝑇 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑳𝑜𝑡𝑎𝑛ℎ 𝑳𝒘𝑬 𝑦𝑖−1 + 𝑳𝑐𝑠𝒄𝑖
𝑠 + 𝑳𝑑𝒔𝑖 .




